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Abstract

The rise of ubiquitous sensing enables the harvesting of massive amounts of data
from the physical world. This data is often used to drive the behavior of devices, but
when presented to users, it is most commonly visualized quantitatively, as graphs and
charts. Another approach for the representation of sensor network data presents the
data within a rich, virtual environment. This thesis introduces the concept of Resyn-
thesizing Reality through the construction of Doppelmarsh, the virtual counterpart of
a real marsh located in Plymouth Massachusetts, where the Responsive Environments
Group has deployed and maintained a network of environmental sensors. By freely
exploring such environments, users gain a vivid, multi-modal, and experiential per-
spective into large, multi-dimensional datasets. We present a variety of approaches
to manifesting data in “avatar landscape”, including landscapes generated off live
video, tinting frames in correspondence with temperature, or representing sensor his-
tory in the appearance and behavior of animals. The concept of virtual lenses is
also introduced, which makes it easy to dynamically switch sensor-to-reality mapping
from within virtual environments. In this thesis, we describe the implementation
and design of Doppelmarsh, present techniques to visualize sensor data within virtual
environments, and discuss potential applications for Resynthesizing Reality.

Thesis Supervisor: Joseph A. Paradiso
Title: Alexander W Dreyfoos (1954) Professor
Program in Media Arts and Sciences
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Chapter 1

Introduction

Figure 1-1: A cartoon from the New Yorker Magazine featuring McLuhan’s philosophy
on the future of media.
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In the digital age, we live not one, but many parallel lives. While the physical

world continues to ground our daily life, a multitude of virtual worlds increasingly

occupy our minds. From websites to video games, these worlds range from pre-

dominantly 2D interfaces to massively multi-player 3D fantasy environments. These

spaces continue to emulate the senses with the goal of invoking “true” sensations in

the player’s body and mind; continuing and extending effects that have been explored

over the centuries in theater, and for the past 100 years in film. Happiness, boredom,

anger, rage; With immersive graphical and audio-computer mediated environments,

these feelings/emotions become ever more real because the player/explorer is sum-

moned and must act. As Marshall McLuhan says in his masterpiece “Understanding

media: the Extension of Man” [42] – The game only begins when the player consents

to becoming a puppet for an intended amount of time . With this invisible agreement

signed, the player is ready for the experience.

1.1 Motivation

“We usually say that one must first understand simpler things. But what if feelings

and viewpoints are the simpler things?” [44] - Marvin Minsky

Virtual environments are like prosthetics for the imagination. They hijack one’s

auditory and visual apparatus and provide an alternative to our physical environment

with a resolution determined by technology. The era of ubiquitous sensing provides

new digital pipelines, bringing us few steps closer to entering distant, evocative envi-

ronments. Ongoing research at the Responsive Environments group includes state of

the art sensor technologies to augment and mediate perceptual experiences in physical

environments as well as in virtual worlds. The group has developed Cross Reality [33]

exploring the link between the physical and the virtual. Within Cross Reality, sensor

networks can “tunnel” dense real-world information into virtual worlds, and interac-

tions flowing from within these virtual worlds can incarnate back into the physical
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through displays and actuators. This work on Resynthesizing Reality extends the

concept of Cross Reality by examining how virtual explorations of rich environments

can give the user a qualitative sense for complex streams of both live and cached

sensor data by engaging humans’ innate abilities and desires to interpret sensory cues

of the physical world in a resynthesized environment. Our sandbox for Resynthesizing

Reality is called Doppelmarsh, a virtual clone of a large-scale wetland restoration site

in Plymouth, Massachusetts called Tidmarsh. Environmental changes at Tidmarsh

are tracked over time by dozens of sensor nodes deployed across its Networked Sen-

sory Landscape [41]. The data generated from these sensors are used to drive the

appearance of Doppelmarsh from the articulation of its weather to the evolution of

its animals.

Figure 1-2: The virtual world of Doppelmarsh mirrors the physical world of Tidmarsh.

1.2 Thesis Goal

This thesis presents the concept of Resynthesizing Reality which inherits core ideas

from Cross Reality such as mediating the physical world and the virtual via sensor

networks, with adding major modifications on the creation of such environments and

the art that help convey this illusion of life. We propose to limit the scope in which

the data is being mapped while emphasizing Telepresence [45] through well crafted

virtual environments that contain visual cues. If taken too far, the art of mapping

can sometimes “dilute” the meaning behind the numbers, resulting in an artistic and

21



expressive yet obscure transmogrification of the data. A “resynthesized” virtual envi-

ronment will resemble its real counterpart perceptually, cognitively, and emotionally.

This thesis describes current and evolving techniques used to build virtual replicas

of real existing sites, while animating elements of their weather and their wildlife.

Finally, the core of this work extends concepts of enhanced and ubiquitous Presence

[15], using game design elements in non-gaming contexts.
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1.3 Chapter Summaries

Chapter 1: Introduces the subject from a broader perspective, while laying out the

outline of this thesis.

Chapter 2: Introduces the Tidmarsh Living Observatory community while expand-

ing on the background, the literature, and the related work, Serious Games, Cross

Reality, Skeuomorphism, and Computer Mediated Reality.

Chapter 3: Covers the synthesis of real outdoor environments into virtual environ-

ments using the Unity game engine [17] extending prior work done on Cross Reality

building, “Doppellab” [16], while featuring the construction of the avatar wetland

“Doppelmarsh” and its progress since 2014.

Chapter 4: Covers the implementation of dynamically synthesized virtual environ-

ments, driven by real-time sensor data. This chapter also, presents “MiddleMarsh”, a

middleware server that connects to Chain-API [62], and many other APIs to conjure

and cache frames used to drive the weather conditions of Doppelmarsh.

Chapter 5: Covers various interfaces used to aid human interactors/explorers as

they traverse the virtual terrain in Doppelmarsh.

Chapter 6: Covers the evaluation of the assumptions related to mapping the weather

in Doppelmarsh using both a user study, and a visual approach.

Chapter 7: Concludes this thesis with a summary listing the main contributions

presented in this work.
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Chapter 2

Background and Literature

“Our purpose is to imagine and design learning environments in which the children

themselves can imagine and design.” - Edith Ackerman

2.1 Introduction

This chapter begins with an introduction to Tidmarsh Farms1, the mission of the Liv-

ing Observatory (LO) and the contribution of the Responsive Environments group

(ResEnv) to the endeavor. We then introduce Doppelmarsh as a virtual clone of the

Tidmarsh Farms landscape. Doppelmarsh is a successor to previous experiments im-

plemented by students of ResEnv, namely Doppellab and ShadowLab. Both of these

virtual environments are characterized in the ResEnv literature as ”Cross Reality”

[32] [16]. We then describe the traditional and older graphical techniques used to vi-

sualize network diagrams, as well as a range of contemporary examples spread across

several industries. Core concepts in the proposed work converge to a field of research

known as Serious Games. Section 2.2.4 covers a brief history and the present situation

of Serious Games. The last section in this chapter talks about Computer Mediated

Reality and its connection to both Cross Reality and to Resynthesizing Reality.

1LivingObservatory (LO) seeks to tell the long-term story of the Tidmarsh Farms Wetland
Restoration and to advance scientific knowledge and public understanding of wetland ecology.
Founded in 2011 by Glorianna Davenport, Alex Hackman and Hyun Yeul Lee, LO was incorpo-
rated and became a charitable 501(c)3 organization in 2016. Website: http://livingobservatory.org
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2.1.1 Background

Figure 2-1: Picture taken pre-restoration (picture on the left) and post-restoration
(picture on the right) from the same location on Tidmarsh. Such a visual indicator
shows how nature started to heal itself. Photo-credit: AHackman.

Doppelmarsh resynthesizes areas of Tidmarsh Farms, a 610 acre former cranberry

farm in Plymouth Massachusetts. In 1989 this farm produced 1% of Ocean Spray’s

harvest. In 2010, the land owners, with the help of federal and state agencies, com-

mitted to transition the cranberry bogs of the farm to more natural wetlands. Today,

earthwork on 225 acres of Tidmarsh East has been completed, and is currently the

largest fresh-water wetland restoration in Massachusetts. In October 2017, the prop-

erty owners sold this site to Mass Audubon who plan to create the Mass Audubon

Tidmarsh Wildlife Sanctuary.

In parallel, in 2010 the owners of Tidmarsh Farms created Living Observatory (LO),

a non-profit organization whose mission is to tell the long term story of this landscape

in transition and to develop experiences that will allow the general public to better

understand ecological processes. With Doppellab as a precursor, ResEnv decided to

participate in LO in order to explore how one might build a low power sensor net-

work and a virtual environment in a unconstrained physical landscape. Hence the

design of the sensor nodes and Doppelmarsh (the example of resythesized reality de-

scribed in this thesis) began in 2012, 3 years before excavators would move across

the Tidmarsh Restoration site to physically remove landscape stressors to insure a

future wetland trajectory. Of 8 earthen dams and their attendant water-control struc-

tures; the filling of edge and lateral ditches; the digging of a sinuous 2.5 mile channel;

micro-topography and the positioning of large wood across the site. Over 30,000
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native trees, shrubs and herbaceous perennials were grown on site and planted. We

describe this active phase as time zero. Last summer, the farm turned into a public

wildlife sanctuary managed by Massachusetts Audubon Society2, and maintained by

the LO community [39].

Figure 2-2: A broad range of native plant species are present post-restoration. Photo
credit: Tristan Spinski for The New York Times

2.1.2 Tidmarsh Living Observatory

The Responsive Environments group considered this as an opportunity to conduct ex-

periential research that centers heavily around extrasensory perception, Telepresence,

and creative applications. Many graduate students from the group joined the Living

Observatory team to build and install the low-power sensor network at Tidmarsh and

incorporate the data that is being gathered into various projects. These projects in-

terweave under the Networked Sensory Landscape [41] and mentioning them briefly in

this document is essential for clarifying the meaning and novelty of this contribution.

Sensing the landscape

A network of custom low-power wireless sensor nodes, a small network of wired

cameras, and a wired network of microphones and hydrophones were deployed by

2MassAudubon, Currently the largest landowner in Massachusetts, MassAudubon serves as a
leader and catalyst for conservation by acting directly to protect the nature of Massachusetts, and
by stimulating individual and institutional action through conservation, education and advocacy.
http://massaudubon.org
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Figure 2-3: Topographic map (1942) of Manomet Village, Plymouth MA. showing
footprint of proposed Tidmarsh Farms Wetland Restoration (c. 225 acres)

researchers from the Responsive Environments group at several sites on Tidmarsh

Farms as shown in figure 2-4. These networks broadcast sensor data, live images and

real-time audio to the Internet via onsite solar-powered or wired gateways with IP

links. Each sensor device includes an ambient light sensor, an atmospheric pressure

sensor, an accelerometer, a temperature sensor and a humidity sensor as default sens-

ing modules. The sensor nodes are also equipped with several 12-bit analog inputs

ready to accept streams of data from external sensors, extending their sensing ca-

pabilities. The first generation of nodes is powered by three AA batteries whereas

the second generation will be powered with a small solar panel and a rechargeable

battery for sustainability. Several cameras are installed on site capturing and sending

frequent images from locations of interest. The live audio streams harvested by the

array of microphones and hydrophones is mixed in a rackmount 32-channel mixer

connected to an X86 computer with Internet connection [41].
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Figure 2-4: Tidmarsh deployment map as of May 2017 by Brian Mayton
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Linking the landscape:

The Networked Sensory Landscape is designed to serve multiple end-user applications.

The diversity of the incoming streams of data and the flexibility of the sensor nodes

present challenges that Chain-API was built to address [62]. Chain-API is a hyper-

media web service that adopts the REST [19] architecture implemented with Python

libraries Flask [60] and Django [12]. It accepts JSON-encoded data via HTTP re-

quests, stores them in a PostgresQL [56] database and serves augmented JSON+HAL

[28] via HTPP and WebSockets with ZeroMQ on demand from modern application

and custom-crawlers. The multichannel audio stream is published using the Icecast

protocol, a free and common Internet streaming service, and then cached on the same

machine under both Ogg and MP3 audio formats. Finally the images captured from

the on-site cameras are stored in a web-directory served by Apache [41].

Figure 2-5: A picture from a camera deployed on Tidmarsh at zone 4.

Experiencing the landscape:

The Responsive Environments group built a range of user interfaces to augment hu-

man perception via auditory and graphical experiences. These experiences are crafted
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for both onsite and remote visits. Onsite explorers can examine the sensor data from

each node using Google Glass. They can also try augmented auditory experiences

with the project HearThere [61] which relies on the array of microphones to extend

the wearer’s hearing via a pair of custom bone-conduction headphones. Remote visi-

tors can access the data through an interactive web-interface showing the sensor data

visualization over time [31], explore a virtual replica of the site from a bird’s eye view

under a HoloLens, or get immersed in Doppelmarsh and see real-time sensor data in

a 3D virtual replica of the landscape built with the Unity game engine.

Figure 2-6: Online web-based wireless sensor networks visualization. Pulled from
tidmarsh.media.mit.edu/viz

2.2 Related Work

2.2.1 Cross Reality

Doppelmarsh grew out of two prior projects in the Responsive Environments Group,

ShadowLab and Doppellab. Both feature virtual environments that connect to sen-

sors deployed within the physical building of the MIT Media Lab, building E14/E15.

ShadowLab [32] employed temperature and infrared motion sensors embedded in
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physical devices called “data ponds” deployed in thirty locations around building

E15. A virtual version of each data pond can be found in a stylized depiction of the

Media Lab within the shared virtual environment Second Life [34]. The appearance

of each virtual data pond changes based on the state of its physical counterpart.

Figure 2-7: Doppellab — an immersive multimodal indoor sensor browser installed
at the Media Lab E14 building. Pulled from doppellab.media.mit.edu

Doppellab, shown in figure 2-7, additionally tracked many parameters like tempera-

ture, humidity, motion sensors and audio via microphones that are located across the

E14 building, as well as RFID readers, placed on each floor, to sense the presence of

people with tags during special events [16]. A virtual version of the Media Lab was

built using the Unity game engine. In this environment, colored spheres and flames

were used to represent the state of the environmental sensors and boxes texture-

mapped with photos represented people. Doppellab also connects to social media

platforms by embedding a stream of real-time Tweets related to the social activities

happening around the Media Lab. Doppelmarsh extends its predecessors in both the
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quantity, quality, and types of sensors, as well as in the setting. Its approximately 400

nodes are scattered across the landscape. These nodes include not only measurements

of temperature and humidity, but also pressure, wind, rainfall, soil moisture, ambient

and UV light. This landscape is augmented further with additional sensors such as

cameras, microphones, and hydrophones [41]. Unlike Doppellab, Doppelmarsh’s sen-

sors are deployed outdoors in the wild rather than inside a building, resulting in more

variability and unpredictability in the data. The challenge was to take this corpus of

data and package it within the virtual environment Doppelmarsh in a way that made

intuitive sense to the explorer without prior knowledge of the system.

2.2.2 Wireless Sensor Networks Visualization

Historically, “node-and-link” diagrams are essential for modeling and describing com-

munication networks. Often forming a “mental map”, these images can help the

user internalize a cognitive model of a given system [46]. Due to their pervasiveness

Figure 2-8: “Elements tend to be perceived according to an observer’s past experi-
ence.” [73] — Two examples of the Gestalt Law of Past Experiences, where picture
A is almost recognizable by everyone whereas picture B might only be identified by
some of the Tidmarsh Living Observatory team.

in many environments, wireless sensor networks benefit from such representations.

However, these mental maps can be easily distorted or destroyed when the visual

representation is mixed or shuffled, i.e. when nodes are added or removed from the

system [46]. Animating these diagrams as they change state using Gestalt principles

of organization has been shown to prevent the distortion of these mental maps [52].
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Figure 2-9: The Ubicorder is a mobile, location and orientation aware device that
enables users to browse and interact with real-time data from sensor networks [47].

Sensor networks are also widely visualized on top of geographical maps [27] or on

top of floor plans of buildings [83, 47, 63], in outdoor and indoor sensing applica-

tions respectively. Many of these systems have demonstrated the usefulness of such

visualizations in comparison to tabular based representations [81], with a range of

applications including environment and habitat monitoring [71], industrial process

monitoring and automation [22, 8], machine status monitoring [5], healthcare, home

automation and car traffic congestion [21, 29], to name a few.

Figure 2-10: Picture A shows a heat-map representation overlayed on top of a fictional
3D model of a city in the game Sim City, and Picture B features a processed stereo
satellite image of the city of Dubai, UAE. Copyright c©AIRBUS DEFENCE & SPACE
and processed by Satellite Imaging Corporation

Heat-maps are also well known for representing data flowing out of sensor networks.

They translate a corpus of numbers into colorful gradient images, usually overlaid

onto existing maps or floor plans, giving the user a stronger insight on the spatial
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distribution of the data. This has been shown to be an efficient way of visualizing

sensor data in a range of fields, disciplines, and applications [26, 24]. For instance,

in the field of meteorology, the heat-map of periodic sensor data incoming from a

combination of weather radars and weather stations can be overlaid on top of 3D

terrains, often called 3D geovisualization [50, 49].

The light is shining on immersive and interactive sensor-driven-monitoring systems

in the industry. With the increasing amount of farming production, agriculture’s tra-

ditional two-dimensional grain storage monitoring systems using graphs and spread-

sheets have become less efficient. New, immersive virtual tools are being developed

to address such problems, improving observability, operationality, and interactivity

of grain monitoring [82].

Figure 2-11: Map Overlay in a geographic information system (GIS) [6] inspires the
creation of the needed layers to resynthesize any given environment.

2.2.3 Skeuomorphism

By definition skeuomorphism derives from objects that borrow ornamental design

cues from other, real-world objects. For instance, annotated diagrams can be used to

communicate how carvings of Lapith and the Centaur are used to adorn the pillars

(see figure 2-12). Historically, the word “skeuomorph” comes from the Greek words
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Figure 2-12: Skeuomorphism in Greek architecture. Figure A shows an annotated
line drawing of a standard Greek building where the Metopes (2) and Tympanum (1)
show sculptures or drawings of scenes appropriate to this building, i.e. the Parthenon,
shown in picture B, features a long battle between Lapith and Centaur.

“skeuos,” meaning “container”, and “morphe,” meaning “shape.” It has been applied

as visual texture on objects since 1890 [70]. Today, skeuomorphism is widely adopted

by computer and mobile interfaces as a tool to guide the user on how to operate a

given application or software. For example, audio tools like Reaktor [25] and Reason

[58] still rely on skeuomorphism in their modular interface design, bridging the gap

between generations of audio engineers and composers operating from within the

“box”. Decades from today, one can imagine the reaction of the next generation of

users who might stumble upon old fossils–like floppy disks–and wonder about the

purpose of these “save buttons,” only recognizing their skeumorphism. Via interface

metaphors, these design cues sometimes are adopted as common names that indicate

generic features in a system [51]. A good example of that is the Desktop metaphor,

which is adopted by default on almost every operating system. Today, the availability

and mass deployment of virtual reality raises questions on which metaphors might

guide the design of interfaces in virtual spaces.
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Figure 2-13: Reason9 - Audio tool using a skeuomorphic interface showing a rack of
audio plugins or modules.

2.2.4 Serious Games

Serious Games as a concept goes all the way back to the days of Plato and his phi-

losophy on the purpose of play in education [10]. As a term “Serious Games” was

coined in the mid of the 20th century by Clark Abt, an engineer, environmentalist,

entrepreneur, educator and social scientist. Serious Games refer to games designed

with a primary purpose that is not entertainment [2, 80]. The pre-digital era of

gaming was empowered at first by military ideas, most notably the Chaturanga, the

precursor of Chess [55]. Throughout history, board games, or analogue games, were

also used as contemporary warning sirens. For instance, the game Landlord, which

preceded Monopoly, was intended to show the dangers of the capitalist approaches to

land taxes and property management [55].

The early digital age of gaming was also fueled by the military. In the early 80s, the

Bradley Trainer game was developed by Atari in collaboration with the US Military,

and was used by soldiers as a training simulator [67]. Two decades after his original

writings, Abt revisits his famous book on Serious Games with disappointment [2]. He
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was displeased to see that the evolution of video games emphasized only entertain-

ment. He felt that the invisible hand of marketing and advertising shadowed centuries

of gaming evolution. For instance, the game Pepsi Invaders, made in 1983, replaces

the evil invaders in Atari’s famous game Space Invaders with the letters P-E-P-S-I.

The game was intended to be played by sales employees of Coca-Cola and their fan

base, as a means of fostering company’s morale against their competitor [13]. That

same year, the gaming industry crashed due to the ubiquity and poor quality of the

games being made. Without any seriousness or application, games became uninter-

esting and purposeless. Many thinkers, psychologists and educators talked about the

Figure 2-14: Picutre A and B are both featuring the Quadrasense interface that allows
a user to control a real UAV from within Doppelmarsh.

purpose of playfulness in learning [9]: Jean-Jacques Rousseau, Jean Piaget, Seymour

Papert [53] and Edith Ackermann [3] to name a few. Their ideas unknowingly took

on the non-entertainment focused approach of Serious Games, but here, the focus

was education. It took Serious Games some serious time to become a legitimate field

of research in academia [1] due to its interdisciplinary nature, and to some opposing

views calling it an oxymoron [20]. Until 2002, Ben Sawyer discussed the potential of

“instructional” games, arguing that there should be a stronger connection between

commercial games and contextual applications [64]. Today, Serious Games as a con-

cept is being applied to a wide range of disciplines, from teaching computer science

concepts like recursion [7], to labeling images [79], to fostering social skills and lead-
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ership development [4], to healthcare and wellbeing [78]. Gamification is now playing

an important role in the design of user interfaces and user experiences by using game-

design elements in non-gaming contexts [11]. Like in the project Quadrasense [59],

shown in Figure 2-14, that enables the user to control a remote UAV from within

a video game interface in the avatar landscape Doppelmarsh. It is also notable to

mention the many different fields that emerged from Serious Games like Alternate

Reality [72], Pervasive Gaming [48] and Game-based Learning [57].

Figure 2-15: Picture A is a VR experience called Apollo-11 where the user experiences
the historical mission to the moon. Picture B is an educational VR game that takes
the user on a journey across the electromagnetic spectrum.

2.2.5 Computer Mediated Reality

Any intervention on humans’ normal perception of reality could be conceived as “me-

diating” reality. Thus, various forms of “mediating” realities existed far before the

invention of the modern computer. Sensory channels define reality as we perceive

it, with the visual apparatus serving as a primary channel through which humans

receive information about the world. Studies on the visual perception date back to

G.M. Stratton at the end of the 19th century, who inspired generations of eye-glasses

based “reality-mediators”[68]. In the 1960s, Ivan Sutherland and his students pi-

oneered the now-familiar concept of the head-mounted displays (HMDs), calling it

the Ultimate Display [69]. Computer Mediated Reality thus highlights the role of

39



the computer in generating or synthesizing these images. Steve Mann first proposed

computer mediated reality [37], as well as being one of the earliest ideators of wear-

able computing at the MIT Media Lab [38]. Augmented Reality, Mixed Reality and

Virtual Reality (presented by the different modern HMDs and goggles) provide expe-

riences within the reality-virtuality-continuum, ranging from Augmented Reality to

Augmented Virtuality [37]. In 1989, Jaron Lanier coined the term Virtual Reality [66]

to encapsulate the many different projects occurring at VPL research at that time. In

1994, Paul Milgram and Fumio Kishino proposed the taxonomy Mixed Reality [43],

distinguishing it from both Virtual Reality and Augmented Reality. Steven Feiner de-

fines Augmented Reality as displays that add virtual information to a user’s sensory

perceptions [18]. In contrast with this nomenclature, Ken Perlin considers anything

that mediates perception as just part of our reality. For instance, Ken Perlin and his

students have been working with VR headsets to prototype the next generation AR

interactions [40]. As these fields are constantly blending into one another, it would

be really difficult to distinguish between their “types”. In other terms, whether aug-

mented, virtual, extended, diminished or mixed; what we experience remains part of

our own reality.

These realities usually include the displays and the set of equipment that comes with

them–a pair of instrumented gloves for instance. We proposed another axis to these

experiences orthogonal to the reality-virtuality-continuum. The production side of

these experiences includes an axis ranging from representative of existing environ-

ments to fictional, new environments. Doppelmarsh is a somewhere in the middle of

this axis, representing an existing marsh, yet with distortions and/or augmentations,

making it a space unique to itself. We also suggest that these processes co-exist under

the realm of Computer Mediated Realities. For instance, Diminished Reality intro-

duces the concept of removing elements from any of these given realities presented in

the continuum [23]. Similarly, the work proposed within Cross Reality [33, 54], also

known as Dual Reality [35], by Josh Lifton and Joseph Paradiso in 2007, introduces

the convergence of ubiquitous sensing and virtual environments. Thus, in Resynthe-

sizing Reality, a direct descendant of Cross Reality, we propose the usage of outdoor
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Figure 2-16: A suggestive addition to the Computer Mediated Reality framework.
This updated venn diagram features the inclusion of Cross Reality within the frame-
work.

sensor networks to drive the vividness of virtual environments. This helps to teleport

the virtual explorers into a more-or-less realistic replica of such environments, and

ultimately guides their imagination in filling any sensory gaps [65].
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Chapter 3

Synthesizing Virtual Environments

3.1 Introduction

This chapter covers the resynthesis of real environments from the ground up. First,

we present a brief history of Doppelmarsh’s evolution since 2014. We establish the

primary goals of the project. How does this work fit into the Living Observatory

research agenda? Who is the ultimate player/explorer of the landscape? What is

the over-arching strategy that allows us to make aesthetic decisions? What are the

most appropriate techniques to realize our goals. From there we present some of

the techniques used to build 3D virtual clones of existing environments. Then, we

will expand on the concept of synthesizing such environments by covering the process

through which we built Doppelmarsh, and detail the many optimization and rendering

techniques that we had to consider to shape overall performance and aesthetics. In

particular an aesthetic goal might be to make the environment inviting, evocative,

familiar, and vivid inviting in that it provides an expanse with enough happening

so as to generate curiosity on the part of the player/explorer. Evocative in that

it is suggestive of the physical environment on which it is modeled. Vivid in that

it produces powerful feelings or strong emotions in the player/explorers mind. This

chapter will conclude with future ideas related to automating the processes that finally

led to resynthesizing Tidmarsh. Chapter 4 explain how we dynamically update these

synthesized environments form real images and sensor data.
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3.2 The World of Doppelmarsh

3.2.1 A Brief History

Figure 3-1: Evolution of Doppelmarsh since 2014. Picture A and B both features
Cell3,4 that show the first prototype of Doppelmarsh done using Unity 3.2. Picture
C and D include a boost in the overall graphics of that same site, built respectively
in 2015 and 2016, and reflect every topographical change due to restoration activity

The work on Doppelmarsh started in 2014 after the great success of Doppellab

[15]. Connecting sensor networks to game-engines proved to be extremely useful

for building interactive applications—Essentially physical environments instrumented

with sensors and then rendered in game engines such that the sensor data drives vi-

sualizations within the virtual environment. Using the Unity game-engine showed to

be more flexible than previous attempts using the Second Life platform.

The first area of Tidmarsh to be synthesized is called Cell3, 4. The virtual terrain

was constructed by LIDAR (Light Detection and Ranging) measurements collected in

2012 by the United States Geological Survey (USGS) from the real site. This physi-

cal site was actively restored in 2015 when excavators removed an earthen dike/dam,
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dug a new sinuous stream channel, broke up the flat cranberry mat to create micro-

topography, and placed large wood across the site. Parts of this area were then planted

with 2 year old Atlantic White Cedar trees. These changes required us to adapt the

topography of the virtual rendering which was edited to reflect these landscape scale

changes. High-resolution photographs of the physical surface are used to paint the

different textures of the virtual terrain, and the vegetation is selected from models of

trees and herbs that resemble those at the actual site. The geo-tagged sensor nodes

are represented in the virtual environment at their location that corresponds to their

location in the physical world. An animation is triggered each time a node trans-

mits an update to LivingObservatory servers that sit at the Media Lab. The audio,

captured from onsite microphones, is streamed into Doppelmarsh and mixed with a

generative musical system fed by real-time sensor data [36]. Doppelmarsh includes

other basic components like the sky-box, the player and its motion, and the water

system. The latter relies on purchased assets then assembled in the Unity editor. The

second location to be synthesized using the same technique is called the Impound-

ment, (a.k.a. Beaver Dam Pond ); the reservoir was drained in 2010 as one of the

first restoration actions, leaving behind a braided stream channel running through a

marsh. Here, another sensor network and a camera are deployed. Figure 3-1 shows

the evolution of Dopplemarsh that correlate with phases of the restoration happening

on Tidmarsh.

More recently, many techniques were used to enhance Doppelmarsh’s visual experi-

ence. The goal of these enhancements was to make the environment inviting, evoca-

tive, familiar and vivid for the player/explorer while insuring that the experience

could run smoothly on a range of machines. Let us unpack these aesthetic goals with

some questions; we can then relate particular techniques used to these aesthetic goals.

Inviting: we want to create an environment that reflects the physical so as to be fa-

miliar and accurate in the presentation of sensor data. The virtual expanse need to

provide the player with a sense of scale. It also needs to have enough happening so

as to generate curiosity on the part of the player/explorer. The virtual space should

be evocative such that the player/explorer can image and believe that they are in
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the particular physical environment that is Tidmarsh. This physical environment

has a particular topography including a stream, particular plant life. Also weather

and seasons. Finally we want the rendering to be vivid, to be able to be retained in

memory even as it reflects temporal change. These aesthetic goals allow us to use the

digital tools that are at our disposal to create the virtual environment.

Figure 3-2: A screen shot of the latest Doppelmarsh. The shock waves that surrounds
few of the sensor nodes are there to notify the user of incoming data.

New high resolution textures were taken from different locations on Tidmarsh and

then mapped onto the virtual environments. A top view image of the site stitched

from several images taken by drones helped guide the painting process. Trees, grass

and a selection of birds were purchased from Unity’s asset store to add to the am-

biance, and the water material was tweaked to emulate the natural flow of the physi-

cal stream bed. The expanding bubble animation occurs each time a sensor updates.

These were designed using Unity’s Particle System, and fine-tuned to blast at a slow

pace, adding dynamics intended to enrich the player/explorer’s experience of vari-

able environmental dynamics, in particular the awareness of micro-climates across

the terrain.
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3.3 Implementation

3.3.1 Terrain

In this section we discuss some technical processes used to synthesize real outdoor

environments using the Unity game engine. One of the major features in Unity is its

terrain engine. It allows the user to add and optimize large landscapes with great

flexibility. Game designers can directly import their textures (surfaces, grass..etc) and

models (trees, rocks...etc) directly into the terrain panel. They can then start paint

and modify the terrain, even at runtime, with a UI toolkit that offers many brushes

and options. The terrain panel is initialized upon creating a new terrain Gameobject

from within the Unity editor. Unity will automatically create an empty terrain and

attach it to the Gameobject that was just added. The user has the option to also

import raw 16-bit height-maps that automatically generate a 3D mesh of the terrain.

Figure 3-3: Doppelmarsh’s terrain is generated form a height-map. Figure B shows
an un-textured freshly imported terrain in wire-frames of Cell 3,4 whereas figure A
highlights the stock texture, sky-box and water shipped with Unity5.

The terrain in Doppelmarsh is generated from a height-map of Tidmarsh Farms pro-

vided by the United States Geological Survey (USGS) using LIDAR data collected in

2012. A lower resolution height-map could be pulled from Google Maps, crushed and

blurred with image editing tools like Photoshop or GIMP, and then imported back

into Unity. This method might work well in areas where Google Maps can provide
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more resolution. Rendering large terrains can be computationally expensive. Unity’s

terrain panel provides the option to do basic optimization to boost the overall per-

formance for vast landscapes. For instance, the level of details (LOD) on the trees

and the grass can be modified to scale fidelity in rendering.

Figure 3-4: Terrain panel in the Unity Editor. The panel on the left shows the
different textures and brushes used to paint Doppelmarsh. Whereas, the panel on the
right shows the terrain optimization panel.

3.3.2 Models

Many external 3D models were imported into Doppelmarsh, and can be divided into

three categories. The first, and most notable, category includes the base station

and the sensor node. Sensor node Gameobjects get instantiated at runtime at their

corresponding geo-matching location using a script that also syncs to Chain-API.

Upon each update, each node will change the sensor value rendered on-top of it. The

48



second category of 3D models includes aesthetics used to develop a stronger sense

of presence. The sky-box, water prefab, and wooden logs are examples. The sky-

box in Doppelmarsh was purchased from the Unity Asset Store. It features high

resolution textures of clouds with control over their density, speed, and time of day.

The third and last category is called non-player characters or NPC. This includes the

different animals that coexist in Doppelmarsh. Some of these animals, like the birds,

are recognized using the array of microphones and then visualized around the closest

triggered microphone. Other animals, like the deer, hold valuable information about

the historical sensor data of the zones they wander around based on their appearance.

Chapter 4 will cover more about mapping sensor data and the animals.

Figure 3-5: The figure on the left is a rendering without post-processing filtering,
whereas the one on the right includes bloom, blur, anti-aliasing and more.

3.3.3 Camera

A simple first person controller prefab is included in Unity’s standard packages and

was used to enable basic player movement in Doppelmarsh. The camera is attached

to the player’s head, and thus follows the player’s movement within the virtual envi-

ronment. Chapter 5 covers more about controllers and user experience. The camera

script also includes the option for high dynamic range (HDR) rendering. When

combined with Unity’s post-processing stack, image effects like bloom and blur may

appear even more magical and dreamy, at the expense of computing performance.
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Other effects like anti-aliasing were used to give a smoother appearance to graphics,

especially on older computers. Figure 3-6 below shows most of Unity’s post-processing

effects [77] used in Doppelmarsh and some of their parameters.

Figure 3-6: Prior to Unity 5.6, post-processing scripts were attached to the main cam-
era Gameobject as indicated by the panels on the left. At the time of this writeup,
Unity’s post-processing stack is included as an external asset that could be down-
loaded and imported for free into the Unity editor, and is now manageable via a
profiling tab as indicated by the panel on the right

Anti-aliasing

The Unity Anti-aliasing filter gives a smoother appearance to the overall graphics.

Aliasing is an effect where lines appear to be jagged that occurs when the resolu-

tion needs exceed the power of the graphics card. Anti-aliasing helps reduce the

prominence of these jagged lines, at the expense of making them blurrier.
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Ambient Occlusion

Ambient occlusion relies on shading techniques to compute the exposure of each

point in the scene in relation to ambient lighting. The Unity ambient occlusion post-

processing effect darkens creases, holes, intersections, and surfaces are in front of other

surfaces in the scene. This avoids extensive rendering, adding realism, but slowing

overall performance. It should be noted that we have optimized here for aesthetic

experience over total performance.

Screen Space Reflection

Screen Space Reflection is a technique that reuses onscreen data to calculate reflec-

tions. It is commonly used to create more ambient reflections, such as the water

reflection in Doppelmarsh. This technique is computationally expensive.

Depth of Field

Depth of Field is a common post-processing filter that simulates the real life properties

of a camera focus. By blurring objects at different distances, this technique creates

realism and gives visual cues about the objects’ distances.

Motion Blur

Motion Blur is another common post-processing effect that simulates the blurring of

an image when filmed objects are moving. This can be perceived by rapidly moving

objects in a given scene or by long exposure time to simulate a slow motion effect.

Motion Blur is used in Doppelmarsh and is more noticeable upon increasing the

player’s movement speed.

Bloom

Bloom is an effect used to replicate an imaging concept of real-world cameras. This

effect produces fringes of light shining around the borders of bright objects in a

scene, contributing to the illusion of an extremely bright light which overwhelms a
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person’s visual perception in the real-world. In Doppelmarsh, blooming is specifically

noticeable when looking at the virtual sun in the sky-box.

Chromatic Aberration

The Chromatic Aberration effect is used to replicate a camera defect resulting from a

lens’s failure to converge all colors onto the same point. It is often used in conjunction

with artistic effects, such as intoxication effects. The Unity’s post-processing stack

provides support for red/blue and green/purple fringing, as well as for user-defined

color fringing via an input texture. In Doppelmarsh, this effect is used to make an

overall environment feel hotter or colder by modifying the intensity of the red/blue

fringes. More on mapping strategies will be covered in chapter 4.

3.4 Optimization

Dealing with high resolution textures, high polygonal meshes, large terrains, and post-

processing effects can be quite computationally expensive. An optimization strategy

must exist to be able to run Doppelmarsh on a variety of platforms with all of these

graphical enhancements. This section covers all the optimization techniques that

allow Doppelmarsh to run smoothly on a variety of platforms. A more detailed

compilation of optimization techniques could be found on the Unity’s documentation

page [75].

Occlusion Culling

Occlusion Culling is a feature in Unity that prevents the rendering of objects that are

not visible to the player’s camera. The Unity editor features an automated baking

procedure that divides the scene into subdivisions called cells. Upon runtime, a

camera is used by the occlusion culling processor to identify what cells are visible and

what aren’t. Equipped with this information, Unity will ensure only visible objects

get sent to be rendered, which improves the performance dramatically [74].
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Figure 3-7: The effect of Occlusion Culling on Doppelmarsh. Figure A features the
scene without occlusion culling, whereas figure B shows a fully baked scene with a
cell size equals to 1.

Precomputed Lighting

Two types of Global Illumination (GI) are offered by Unity. By default the Unity

Light in the scene is computed in real-time, which is also computationally expensive.

Unity also offers the option to automatically pre-compute the lighting related to static

objects in the scene. The GI in Unity can be accessed through a global panel, but

it’s also important to tweak the light properties for individual light sources. The

default mode for these light sources is set to be dynamic, and therefore handled by

the Real-time GI, but it can also be changed to a static option to be handled by the

Baked GI system [76]. Baked GI is usually better than real-time GI for the overall

performance. The most flexible way to use the lighting system is to use both Baked

GI and Real-time GI in combination. However, this is also the most computationally

demanding option and should be avoided when dealing with large landscapes.

Level of Detail (LOD)

Another technique that can boosts performance marginally is called Level of Detail

(LOD). The distances between all of the Gameobjects and the camera are computed.

This data affects the level of detail that is rendered. In other words, when the distance

between any Gameobject and the camera increases less detail is shown.
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Texture Compression

Using compressed textures results in faster load times, a smaller memory footprint,

and dramatically increased rendering performance. Compressed textures only use a

fraction of the memory bandwidth needed for uncompressed 32-bit RGBA textures.

Unity accepts many common image formats as textures. By default, the Unity Editor

automatically converts these textures to the most appropriate format that matches

the target build. It’s also advisable to generate mipmaps for textures. A mipmap

texture enables the GPU to use a lower resolution texture for smaller triangles. This

is a similar strategy to the use of texture compression to limit the amount of texture

data transferred when the GPU is rendering [75].

Figure 3-8: Facebook’s new x24 and x6 Surround 360 cameras approaches virtual
reality. Photo-credit: Courtesy of Facebook.

3.5 Future Work

Doppelmarsh is built with the Unity game engine; however it is our intention as

a group to explore the use of other game engines and advanced graphics tools like

Cinema4D in the future construction of resynthesized environments, and ultimately,
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building a custom game engine that encapsulates the processes used to resynthesize

real/virtual environments. The textures in Doppelmarsh are currently painted man-

ually, but we also would like to explore automating that arduous task of painting by

incorporating via satellite or drone-based imaging to create the foundation terrain

automatically. Another explored, experimental path utilizes point-clouds to generate

static 3D environments. Point-clouds synthesize many 2D images taken from a real

site with poly-lens cameras as shown in Figure 4-1. Unlike the LIDAR technique, a

point-cloud preserves the textures it captures. This technique captures the real world

as is and turns it into a static, immersive 3D rendering. This technique presents future

challenges, specifically in smoothly animating pieces of these environments. Never-

theless, in future attempts to resynthesizing Tidmarsh, similar techniques could be

used to replace the LIDAR/texture mapping in generating the virtual environment

of Doppelmarsh.
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Chapter 4

Sensor Driven Realism

4.1 Introduction

In the physical world, an outdoor environment cannot be decoupled from its weather.

As human beings, we evolved to learn about the environment through experiential

perception combined with identifying repetitive patterns within the physical envi-

ronment such as seasons, time of day, leaves of a plant from a distance. Wind is a

physical force that we associate with other physical activity such as spread of cloud

movement, or movement of leaves in trees, or swaying of grass. In short, wind en-

hances our sense of temporality in the environment. By experiencing and observing

the wind’s behavior in a given environment, we learn to recognize how it affects the

movement of the trees and their leaves. By identifying whether it is windy out or

not, we make decisions about how and what we want to do in the environment. Our

decisions are in part a function of past experience. (this is true of other animals as

well although reactions may be instinctual rather than learned i.e, in heavy wind birds

can hunker down and become quite). In other words, our senses are like uncalibrated

sensors which get calibrated through experiences. In this thesis we hypothesize that

temporal development is as essential to the virtual environment as it is to our lives.

By identifying a dynamic that reference salient temporal cues and patterns that we

have learned to identify in the physical world, and representing them in our ”resyn-

thesized” virtual world, we can make the virtual world more vivid and evocative,
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thus giving the player/explorer a greater ”sense of being there” [30]. This goes both

ways. For example, even if you’ve never been in zero gravity, you might still be able

to understand how it would affect your body if you had seen the affect of a person in

zero gravity or experienced it inside a video game. This chapter describes mapping

strategies that integrate real time sensor data and machine learning in Doppelmarsh

in order to create a more vivid experience. This chapter also details the expansion

of visual techniques, animations, and effects in the environment, and how they are

integrated in a back end server in a concept we called Sensor Fusion as a Service

(SFaaS).

Figure 4-1: Different scenes from Doppelmarsh featuring the weather enhancements.

4.1.1 Sensor Fusion as a Service

The deployment of cloud computing in the world today brought with it metaphors

and nomenclatures that are now familiar to the broader community of web-developers

and software engineers. Cloud computing as a service provides as a stack divided

into 3 main layers: IaaS (Infrastructure as a Service), Paas (Platform as a Service),

and Saas (System as a Service). For example Amazon EC2 is an IaaS provided

by AWS (Amazon Web Services). The back-end server that drives Doppelmarsh is

a middleware server and is called MiddleMarsh. It is a good example of what a

Sensor Fusion as a Service (SFaaS) offers. MiddleMarsh connects to multiple services
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that offer real-time streams of various types of data. Sensor data flow from Chain-

API, while the stream of images is provided by a simple WebSocket interface serving

a link to an image with some meta-data (location and timestamp). The images

incoming from the cameras are analyzed with Google’s Vision API that encapsulates

powerful machine learning models to quickly classifying images and detecting features.

MiddleMarsh synthesizes all of this information and stores them as “frames” in a

MongoDB instance. These virtual frames of reality hold fragmented knowledge needed

to generate visual effects and animations in the virtual environment. The next section

describes the building blocks of these “frames,” and the way they map to different

visual effects within Doppelmarsh.

Figure 4-2: MiddleMarsh’s system architecture diagram.
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4.2 Mapping the Weather

Elements of the physical weather at Tidmarsh are mirrored by the virtual weather

in Doppelmarsh through the use of environmental knowledge fused from different

sources. The stream of data coming from the WSN contains real-time temperature,

humidity, illuminance, and pressure of the mirco-climates that surround each sensor

node. The base-station nodes are loaded with extra local weather stations measuring

wind and precipitation, as well as capturing footages from various 1080p-HD web-

cams. The challenge in transforming real-time data into visual experiences lies in

mapping. Good mapping usually emanates from metaphors.

4.2.1 From Wireless Sensor Networks

Temperature

Figure 4-3: Screen capture from Doppelmarsh, showing the RGB filter mapping.
Picture A shows a cold day on Tidmarsh (-12◦C), whereas picture B shows the dom-
ination of the red color to show a hot summer day (29.4◦C).

The first metaphor that comes to mind when thinking about visualizing temper-

ature is color — red means hot and blue means cold. Almost every sink in the world

relies on such a metaphor to convey temperature. It is difficult to track down the ori-

gin of this ubiquitous metaphor. We know from physics that when a metal is heated

up, it turns red. Later, at very high temperatures, the metal becomes blue. So in

reality, blue indicates hotter temperatures, at least in the case of metals. Despite

this opposition with reality, the metaphor of cold=blue/red=hot sticks in people’s

minds and is widely used. In Doppelmarsh, the average temperature harvested from
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the site modulates the red and blue channels in the RGB filter found in Unity’s

post-processing stack, as shown in figure 4-3 and equations 4.1 and 4.2.

C = (10− T )/67 ∀C > 0 (4.1)

C = (T − 10)/67 ∀C > 0 (4.2)

T: Temperature in ◦C incoming from live sensor data

C: The influence of the red or blue channel within the overall Unity’s

post-processing color mixer

In the virtual environment, the shadows projected onto the snow appear to be

more blue. The cooler the temperature, the more blue in tone the scene appears.

The local-temperature also affects both the red and blue channels depending on the

player’s distance from any given node. A threshold sets the minimum distance that

determines the nearest temperature sensor that affects the RGB filter. The change of

color resulting from a player moving around the sensor network is very subtle, except

for when passing near faulty sensors that probably require calibration or replacement.

Figure 4-4: Red and Blue channels plot in function of the temperature.
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Wind, Rain

Figure 4-5: Two main wind-zones in governs Doppelmarsh. The first is responsible for
simulating the wind’s effect on trees and objects, and the second controls the wind’s
effect on the grass. The reason to this redundancy is because the grass in Unity is
rendered as a texture, whereas the trees are rendered as a mesh model.

The wind sensor is used to animate the virtual wind-zone which affects the global

wind in the scene and affects the vegetation, trees, and clouds. The wind sensor

gives two readings: wind speed and wind direction. Wind direction is mapped to

the rotation of the wind-zone Gameobject and affects the orientation of the trees in

the scene. Wind speed coming from local weather stations installed on each of the

base-stations in Figure 2-4 is used to calculate the wind load and then is mapped to

both the global wind zone and to the grass-specific wind zone. A separate zone was

made to model the motion due to wind for the grass specifically using equation 4.3

and 4.4. The turbulence, on the other hand, is set to fluctuate randomly due to lack

of a wind-gust measurements. The wind-zones parameters, shown in figure 4-5, are

mapped to Tidmarsh’s wind sensors using the generic formula 4.3 for wind load on

specific objects [14].

F = A ∗ P ∗ Cd (4.3)

P = 0.00256 ∗ V 2 (4.4)

62



A: The surface area exposed to the wind. Two areas were computed, one for a generic

tree model and the other for a single medium length grass (ft2)

P: The wind’s pressure (psf) calculated by formula 4.4 using the real-time wind-speed

Cd: drag coefficient 1.2 for trees, since they resemble long cylinder, and 0.8 for grasses

since they resemble short cylinders

V: wind speed from the wind-sensor (mph)

The generic formulas in 4.3 and 4.4 help calculate the wind-load as a function of

the wind-speed as shown in graphs 4-7 and 4-6 with a standard size for a single grass

and for a single tree trunk, respectively, in equations 4.5 and 4.6

y = (2ft ∗ 0.2in/12ft)(0.00256 ∗ x2) ∗ 0.8 (4.5)

y = (6ft ∗ 2in/12ft)(0.00256 ∗ x2) ∗ 1.2 (4.6)

Figure 4-6: Plot showing the wind-speed’s effect on the trees in Doppelmarsh.

Moreover, the local weather stations are equipped with rainfall sensors. The real-time

readings of these sensors maps to the virtual rain in the scene in four discrete ways:

no rain, light rain, rain, and heavy rain.
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Figure 4-7: Plot showing the wind-speed’s effect on the grass in Doppelmarsh.

4.2.2 From Cameras

Snow, Fog, Grass Color

Figure 4-8: Screen shots from Doppelmarsh taken from the same angle. Picture A
features a rainy, whereas Picture B shows the snow that covers the river during the
extreme winters.
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Each base station on Tidmarsh is equipped with a 1080p HD camera which gets

triggered once every 10sec, or whenever movement is detected, to capture and trans-

mit an image. These images are stored in an online directory, and a WebSocket server

is developed to push this data to connected clients like MiddleMarsh. To analyze these

images, MiddleMarsh connects to Google’s Vision, a cloud-based API that makes it

simple for developers to understand the content of an image by encapsulating power-

ful machine learning algorithms into a service. The rate is set to analyze an incoming

image from Tidmarsh once every 10 minutes due to the limitations of Google’s Vi-

sion zero-cost license. The Vision API returns keywords with probabilities, as well as

the color palette of the image and other meta data. This information is then stored

as frames in a MongoDB collection, along with other data fetched from the local

weather station via Chain-API. Tidmarsh’s WSN has been active since November

2014, but has experienced multiple cut-outs due to several issues ranging from severe

weather conditions to battery replacements to Internet connectivity problems. To

ensure a continuous virtual experience, MiddleMarsh fills in the blanks by connecting

to Wunderground’s Weather API and storing wind speed, wind direction, tempera-

ture, humidity, and the overall weather condition of Plymouth, Massachusetts. The

conditions detected by both Google’s Vision API and Wunderground’s API are used

to render the snow and the fog. The vegetations color palette’s most dominant color

is mapped to the color tint of the grass in Doppelmarsh.

4.3 Mapping Under Virtual Lenses

This section examines the effects of mapping wireless sensor data using the metaphor

of virtual lenses. This metaphor allows a Doppelmarsh user to dynamically switch

sensor-to-reality mapping from within the virtual environment. It also allows the

creative freedom to explore and to experiment with additional artistic visuals and

animations driven by the sensor network. Virtual lenses are used to render 3D multi-

modal data visualization in virtual environments. They can be toggled allowing the

user to “see” extra information in a given environment. Two approaches are imple-
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Figure 4-9: Four plots showing Sensor Vision’s mapping done using a Light Object
and a Particle System added to each sensor node in Doppelmarsh.

mented and tested in Doppelmarsh. The first, Sensor Vision, is used to animate the

real-time data. The second, Synthetic Menagerie, visualizes historical sensor data

which is embedded in the morphology of virtual creatures.

4.3.1 Sensor Vision

Sensor Vision is a multi-modal sensor browser in Doppelmarsh inspired by thermal

imaging. A light source is added to every node in the scene, and, when activated, the

temperature is mapped to the intensity of the light. A thermal-shader is then used

to turn the player’s camera into a thermal-like vision that shows heatmaps projected

underneath each sensor node. Illuminance, pressure, and humidity are visualized

using Unity’s Particle System which renders falling bubbles on top of each node. The

Illuminance is mapped to the number of particles, the humidity is mapped to the
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Figure 4-10: Doppelmarsh at night with Sensor Vision mode. A live multi-modal
sensor animation showing the real-time temperature, humidity, illuminance and pres-
sure.

Figure 4-11: This figure shows different screenshots taken at different temperatures
on a single node as viewed under the Sensor Vision lens in Doppelmarsh.

particles’ speed, and the pressure defines the size of the particles. For instance, at

dusk with high humidity few particles would be rendered and they would be animated

at a slower pace.

4.3.2 Synthetic Menagerie

An important goal of Doppelmarsh is to make the environment evocative that stim-

ulates the imagination. By mapping an energy metaphor to moving imaginary crea-

tures that visualize state we intend to visualize longer-term changes in the environ-

ment embodied in the morphology of this ”synthetic menagerie”. At first, nearby

sensor nodes are grouped into different zones that form areas in which creatures can
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Figure 4-12: A synthetic creature spotted during the night, reflecting the average
illuminance (LUX) aggregated from nearby sensors.

wander. The sensor data averaged from each zone affects the looks of a corresponding

virtual animal. For instance, the average temperature and humidity affects the ani-

mal’s fur. Average temperature sets fur length, and humidity controls its viscosity.

The pressure is mapped to the animal’s texture color, and the illuminance is mapped

to the transparency of that color. The historical sensor data is collected using Chain-

API, parsed and averaged by MiddleMarsh, and then stored in a MongoDB collection

called Menagerie. This lens is used only to render animals roaming around the Cell3,

4 site and was never deployed in other scenes of Doppelmarsh.

Figure 4-13: Showing the finite state machine diagram that controls the behavior of
the virtual creatures in Doppelmarsh.
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Morphology and Behavior

Figure 4-14: Mapping the temperature to the fur’s length. Going from left to right
shows a decrease in the averaged temperature.

Every creature has a finite state machine that dictates its behavior as shown in

Figure 4-13. Creatures starts by patrolling between way-points, toggling randomly

between states, in their designated zones that enclose neighborhoods of sensor devices.

Each creature lives by consuming incoming sensor data from its own zone, and reflect

real-time averaged data to generate changes in its fur’s RGB color and transparency,

length, and viscosity. Over time, the creatures morphology will be affected by the

sensor data for the purposes of giving users of Doppelmarsh a feel for historical sensor

data. The fur asset was downloaded from the Unity’s assets store and tweaked to

warp rigged 3D-models of deers and stags.

Creature’s Vocalization

Doppelmarsh features a dynamic and spatial sound installation driven by the sensor

nodes [36]. Sound samples generated from the creatures roaming Doppelmarsh add

to its sonic space and in interesting ways. The music generated by the menagerie

is mapped to each creature’s movement in the scene. Whenever there’s a collision

between the creature’s feet and the ground, a pitch shifted audio sample is played.
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Figure 4-15: The look and feel of each creature signals historical sensor data to the
explorer. Picture A, B and C contrast the look and feel under changes in pressure,
humidity and temperature as seen by changes in fur color, stiffness, and viscosity.
Picture D is taken form within the guts of a nocturnal creature.

Different samples are also triggered following the creature’s internal state machine as

figure 4-13 shows. For instance, when the creature is resting, a different sample gets

played than when it’s eating or walking. This finite state machine is also affected by

the incoming stream of sensor data that define the behavior of the menagerie.

4.3.3 Summary

This section summarizes in Table 4.3.3 a list of the mapping done on the virtual

weather in Doppelmarsh, as well as on the virtual-lenses Sensor Vision, and Synthetic

Menagerie.

70



Figure 4-16: A preview of the synthetic simulator showing a visible change in the
creature’s fur opacity, color length and stiffness in response to the change of sensor
data.

Future Work

The work presented here develops an example of resynthesized reality and can be

augment or extended through the integration of new sensing modalities and /or new

visual mapping. For instance, a more focused mapping of seasonal changes using

computer vision techniques of the phrenology might give us a more precise/integrate

way to represent seasonal changes as well as the growth of many plant species. With

dedicated effort to design custom computer vision tools using deep learning, such

features could be detected. Another, and potentially more potent direction might be

to distinguish visible changes in the pattern of each of the creature’s skin texture, this

could lead to a more aesthetic to a more visually attractive experience and a more in

depth representation of historical data.
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Figure 4-17: Mapping sensors-to-reality Table that summarizes the link between the
real and the virtual environment.
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Chapter 5

User Interface & Experience

5.1 Desktop UI

5.1.1 First Person View

Figure 5-1: Showing Doppelmarsh from a first person view perspective.

Doppelmarsh is represented to the player/explorer in various ways. The first-

person perspective is adopted to give the user control over a player/explorer in the
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scene. The player/explorer can use a keyboard and a mouse or a gaming joystick

to navigate in the space. Unity’s standard first-person-control asset provides basic

player/explorer control in a 3D scene. The default keys on the keyboard that can

be used to control the player’s movement are the arrow keys, and the player’s head

position is controlled by the mouse. Similarly, on a gaming joystick, the two analogue

sticks are used, one for the player’s movement and the other for the player’s head

position.

Figure 5-2: Doppelmarsh’s Timeline UI features two sliders. The first is used to
change the day since October 2014 until the present moment, whereas the second is
used to specify the time of the day.

Figure 5-3: Shortcuts menu showing the different key binding to both the keyboard,
and the Xbox 360 game-controller.

A user can also explore Doppelmarsh in a temporal fashion. The keyboard shortcut

“T” toggles the timeline UI, allowing a user to go back in time and experience the
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sensor data that drives the virtual environment. The user can also toggle between

the different lenses mentioned in Chapter 4 using the “TAB” key on the keyboard,

or the “RT” key on the gaming controller. Figure 5-3, shows a screenshot of the help

menu in Doppelmarsh that features the rest of the key-bindings.

5.1.2 Real-Time-Strategy (RTS) View

A player/explorer traversing Doppelmarsh can also change the camera’s perspective

using the mouse’s scroll-pad. Doppelmarsh in bird’s-eye-view gives the user the ability

to zoom out and look at the state of the whole network at once, whereas the first-

person view provide a closer inspection of the data. When coupled with the sensor

vision lens, introduced in chapter 4, this view informs the player/explorer about the

overall distribution of the data. This perspective could also usefully control actuators

or robots present on site. For instance, in the project Quadrasense the Doppelmarsh

in RTS was used to control an unmanned air vehicle (UAV) on site.

Figure 5-4: Doppelmarsh from a bird’s eye view, with and without Sensor Vision.
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5.2 VR UI

5.2.1 Virtual cockpit

Figure 5-5: A view from within the virtual vehicle. The center mini-map shows online
(green) and offline (gray) sensor nodes, whereas the minimap on the left shows the
virtual creatures roaming Doppelmarsh.

Doppelmarsh is also optimized to run as a VR experience on both the Oculus

Rift and the HTC Vive VR headsets. A cockpit model is used instead of the default

first person view to allow more comfortable interactions with the system in VR.

By placing players/explorers inside virtual cockpits, and giving them the ability to

drive around, a smooth virtual navigation was achieved, without inducing any motion

sickness. This vehicle also comes with a dashboards that shows different mini-maps of

all of the sensor nodes as well as the player’s position at its center as shown in figure

5-5. Other miscellaneous features were also added to the vehicle, like headlights

for nocturnal explorations, and a perspective controller. The player/explorer can

drive this virtual vehicle around the space to browse the sensor network, use the VR

controllers to toggle between types of sensors, go into sensor-vision mode, or go back

in time. The player/explorer controls this vehicle using either the Xbox 360 controller,

or the default joysticks shipped with each VR system. The vehicle moves at a slow

and constant speed to minimize motion sickness, as usually induced by poorly crafted

VR experiences.
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5.2.2 Sensor Vision Mode in VR

The metaphor of virtual lenses, introduced in Chapter 4, is also available in Doppel-

marh’s VR mode as shown in picture 5-6. Virtual explorers can toggle Sensor Vision

mode with a key binded to either the trigger on a gaming joystick, or the button on

a HMD controller.

Figure 5-6: Another view from within the virtual vehicle showing a view with and
without sensor-vision.
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Chapter 6

Evaluation

6.1 Strategy for user study

6.1.1 Design & Implementation

A user study was conducted to evaluate the mapping as realized in Doppelmarsh.

The study opens with a welcome message that briefly introduces Tidmarsh, Doppel-

marsh and the study. The user is then asked to input, using a slider, the average

number of hours spent weekly on video games, as gamers would tend to have more

experience in virtual environments and are likely to detect more information about

this environment. A scene selector menu, shown in figure 6-1, pops in after getting the

user’s consent to take the study. The user is asked to browse six different scenes that

shows Doppelmarsh in various weather conditions. The user is instructed to respond

to five simple questions related to visual cues observed in each scene. After answering

all of the questions, the submit button in the scene selector menu becomes active.

The data generated from the study is sent via a POST request to a Google cloud

form. This service also connects to Google spreadsheets, consolidating all the data,

preparing it for analysis and graphing. A curated version of Doppelmarsh, running

the user study, was built for computers running Windows, MacOS, and Linux. The

study was distributed and taken by 10 users on their personal computers.

79



Figure 6-1: The user is asked to browser six different scenes found in Doppelmarsh.

Figure 6-2: The questions available in each scene. The user is asked to provide their
opinion about the time of day, the wind intensity, the visibility, temperature, and the
overall weather condition.
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6.1.2 Results

Figure 6-3: Showing 4 bar plots generated by the software Graphpad Prism.

The data generated from this user study was analyzed by Graphpad Prism. The

sample was grouped into gamer or non-gamer. Group segregation was based on the

amount of hours spent on video games per week. From the sample, five users turned

out to be gamers, and five users turned out to be non-gamers. In the four bar

plots shown in figure 6-3, the black bars represent the gamers, whereas the open bar

represents the non-gamers.

Each bar represents the differential estimation (|Correct Value - Estimated Value|)

of a variable (time of day, temperature, windspeed, condition) by both of these two

groups. Different scenes with different conditions were tested and amounted to a
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total of six scenes. Gamers were noticeably better at estimating the correct time of

the day, as shown in the first bar-plot in figure 6-3. Moreover, this was true in all

of the scenes except for the second scene, where non-gamers were slightly better at

answering the time. A similar trend is true for the temperature. In contrast, the

wind speed and visibility revealed no differences between both groups as both were

close enough to the correct answer.

6.1.3 Discussion

The striking difference ability of game players to identify time of day was a little

bit surprising. For some reason, gamers have a better estimation of virtual time

through graphical cues such as lighting in a given virtual environment. Time plays an

important role as a core mechanic in many video-games. It could be that gamers have

more flexibility in how they perceive time due to their practice. Another interesting

view can be found by looking at the process that lead to these answers. In order to

estimate the right time, a player/explorer needs to locate the position of the sun or the

moon in the environment, and then try to estimate the time, based on life experiences.

Gamers found a systematic approach to validate their guesses, whereas the average

non-gamer lacked a way to solve this problem. Concerning the Temperature plot, the

gamers seemed to be tricked in scene-3, and scene-4. What generated this confusion

should be inspected carefully. The first scene conveyed a clear idea that it was hot.

Both non-gamers and gamers provided similar answers that were reflective of the

actual condition. Gamers responded with a little more accuracy though, but they

were as off as non-gamers in providing the closest guess in scene-3 and scene-4. That

might be due to some added ambiguity in the scenes with virtual snow, as it was poorly

rendered. The windspeed, visibility and overall weather conditions were included in

the study to make the players/explorers think about the aspects of environmental

conditions that can help estimate a given temperature. The effect of wind and fog

are easily perceived in any given outdoor environment, but the degree of accuracy in

estimating the answers may have to do with the user’s overall experience with physical

environments. Also, it might be that these 2 variables are not closely correlated to
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whether a user is a gamer or not. Finally, one drawback of this study is the small

sample size (n=10) that should be taken with a pinch of salt as it remains lucid and

inconclusive.

6.2 Observation

Another way to evaluate Doppelmarsh’s environment might focus on mere observation

of the physical and virtual site from an identical perspective at an identical time.

Looking at both the real and the virtual site from the same perspective can indeed

tell a lot about the correctness of the mapping. The camera in Doppelmarsh was

positioned at the same location as the onsite camera at Tidmarsh, the orientation of

the camera was approximated to match the picture. Therefore six screenshots were

captured from the virtual environment as shown in figure 6-4.

Figure 6-4: Showing six different images captured from Tidmarsh by the Cell3, 4
camera, in parallel showing six scenes from Doppelmarsh from a similar angle.
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Chapter 7

Conclusion

Figure 7-1: One of the mythical giraffe of Doppelmarsh that was later replaced by a
mythical deer.

In this thesis we introduce the concept of “Resynthsized Reality” using the ex-

ample environment, Doppelmarsh. This work draws from and extends earlier work

in Cross Reality develops by students in the ResEnv. This work, showcased the pro-

cesses needed to digitize clones of physical outdoor environments using remote sensing

data such as LIDAR and deployed in the Unity game engine. When combined with

real-time environmental sensor data, this static digitization of a physical landscape is

transformed into a vast dynamic landscape which remote users can explore repeatedly
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and at a distance, unconstrained by the physics of human travel through time and

space. To achieve this, a middleware agent called MiddleMarsh was built. This web

service is responsible for tying the physical to the virtual. Multiple streams of sensor

data and images flow through MiddleMarsh, where they are analyzed, processed and

aggregated into frames. These fragments of reality are then filtered and cached in

a NoSQL database. Clients running Doppelmarsh fetch real-time information from

MiddleMarsh via WebSocket and via HTTP requests. This incoming stream of data

is used to drive various animations and effects in Doppelmarsh.

A explorer/payer can explore Doppelmarsh in a range of styles borrowed from video-

games like Real-Time-Strategy (RTS), First-Person-Shooter (FPS), and RPG (Role-

Playing-Game), making Doppelmarsh a Serious Game that utilized game design con-

cepts in non-gaming contexts. All of these perspectives are taken into account when

presented to the explorer/player through different experiences. Doppelmarsh was

used to run several applications that demonstrate the future role of ubiquitous sens-

ing in virtual environments. One of these key-applications is Telepresence also known

as Presence. Virtual explorers in Doppelmarsh can visit a real-site in Plymouth Mas-

sachusetts remotely, and explore it both spatially and temporally, while experiencing

elements of its flora and fauna.

Doppelmarsh also introduced the idea of augmenting a user’s visual apparatus in Vir-

tual Reality with animations that are mapped to sensor data through the metaphor of

virtual lenses. These lenses are designed to convey current or historical information of

sensor data in an immersive and multi-modal fashion. This thesis also highlights the

concept of a spatial sensor browser in Virtual Reality from within a virtual cockpit.

The user drives a vehicle using the HMD-controllers, and watches the sensor network

in action on the vehicle’s dashboard and in the 3D environment. This vehicle moves

at a constant speed with minimal acceleration to provide a smooth motion-sickness

free experience.

To validate some of these implementations, a user study was conducted on a small

sample of non-gamers and gamers. The study places users in different static scenes

from Doppelmarsh and then asks them questions related to representation of the
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virtual weather. The findings from this study show that gamers were better at ex-

tracting the meaning of visual cues presented in the virtual environment, particularly

in respect to their understanding of time. Although the sample size was small, the

future potential of Resynthesizing Reality 1 as an approach to convey information

about a physical landscape to avatars in virtual landscapes.

1Further documentation, source-code for both Doppelmarsh and MiddleMarsh, videos, and exe-
cutables is found at doppelmarsh.media.mit.edu
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